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Educational Assessment: What to Watch in a Rapidly
Changing World
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This article is a written adaptation of the Presidential address I gave at the NCME annual conference
in April 2018. The article describes my thoughts on the future of assessment. I discuss eleven likely
characteristics of future tests and, for each characteristic, why I think it is important and what to
watch with respect to it. Next, I outline what is unlikely to change. The article concludes with a
comment about the probable state of education 10 years on and what that state might mean for
members of the assessment community.
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I n this article, I describe what I think will be some likely
characteristics of future educational assessments in the

various forms those future assessments might take and di-
verse uses to which they might be put. For each characteristic,
I state why that characteristic is important but, perhaps more
interestingly, what to watch with respect to it. This first part
of the article is, then, about change. In the second, shorter
portion, I discuss what I think will not change. I close with a
brief comment about the state of education as I envision it 10
years from now and what that state might mean for the future
of educational assessment.

I begin with a list of eleven characteristics, some of which
may be obvious because they are already happening but, in all
cases, their presence is still quite limited. The claim is that
these characteristics will become more widespread, going
well beyond the research projects and high-end operational
settings in which some of them might already be occurring.

I expect assessments of the future to:
� Be technology based
� Measure “new” constructs
� Be built from richer underlying models of cognition and

learning
� Make greater use of more complex tasks
� Be “personalized”
� Attempt to improve learning
� Be better at accounting for context
� Be “embedded” and distributed across time
� Use automated scoring
� Incorporate new approaches to modeling and analysis
� Provide more effective reporting

Be Technology Based
Electronic delivery is important for at least three reasons.
First, it allows for traditional competencies to be measured
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more effectively and efficiently by, for example, speeding as-
sessment presentation and response return. Second, it per-
mits the measurement of new competencies that couldn’t be
assessed with traditional methods. Examples include writing
on computer, reading in hypertext environments, collaborat-
ing with remote partners in virtual spaces, and executing
problem-solving processes themselves. Finally, electronic de-
livery makes possible collecting and analyzing the “big data”
coming from online learning activities.

What should we watch? We should watch the leading in-
ternational, national, and state assessments. Because of their
prominence, size, and resources, these programs can and do
innovate as one mechanism for demonstrating their relevance
and leadership.

Among the international assessments, the Program for In-
ternational Student Assessment (PISA) was given in 2015
on school equipment to about 400,000 fifteen-year olds in 57
countries and other political jurisdictions (M. von Davier,
personal communication, November 21, 2017; Organization
for Economic Cooperation and Development [OECD], 2017).
Assessments were administered in reading, math, science,
problem solving, and financial literacy. What is unique about
PISA is that its technology-based assessments were adminis-
tered in 90 language versions, an enormous challenge in man-
agement, content development, task presentation, response
collection, scoring, and analysis.

ePIRLS, the online segment of the Progress in Interna-
tional Reading Literacy Study, was given in 2016 to approxi-
mately 85,000 fourth-grade students in 16 education systems
on school computers (Institute for Education Sciences [IES],
n.d.; Mullis & Prendergast, 2017). Unique to ePIRLS was its
focus on measuring online informational reading, a construct
arguably quite different from the one measured in the reading
comprehension portions of more traditional assessments. In
ePIRLS, the text selections included hyperlinks and material
housed on tabs, making navigation dissimilar to the linear
process commonly used to read ordinary text.

With respect to national assessments, the National Assess-
ment of Educational Progress (NAEP) gave its reading and
math assessments in 2017 on tablets to 150,000 students in
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each of Grades 4 and 8 (National Assessment Governing Board
[NAGB], n.d.a). It also administered its writing assessment
in the same way to roughly 20,000 students in each of those
grades (IES, 2018). Unique to NAEP was that it brought ma-
chines to schools in an attempt to better control the variation
in performance that would otherwise occur from differences
among school computers. NAEP was able to take this approach
only because it tests comparatively few students in each of
a relatively small number of schools. NAEP’s methodical ap-
proach to technology implementation has also been unusual,
beginning with substantial research (Bennett, Persky, Weiss,
& Jenkins, 2007; Horkay, Bennett, Allen, & Kaplan, 2005;
Sandene, Bennett, Braswell, & Oranje, 2005), moving next
to small operational measures (2009 Interactive Computer
Tasks in science; IES, 2010), then to assessments adminis-
tered only to national samples (writing, Technology and Engi-
neering Literacy; IES, 2012; NAGB, n.d.b), and most recently
to its main assessments in large state and national samples.

Beginning in 2018, the Australian National Assessment Pro-
gram (NAPLAN) administered its Online Literacy and Numer-
acy assessments to students in years 3, 5, 7, and 9 (NAPLAN,
2018). NAPLAN administered these assessments on school
machines as well as on “approved personal devices,” appar-
ently the only large assessment program to have done so.

Finally, among U.S. states, the California Assessment of
Student Performance and Progress (CAASPP) is highly sig-
nificant. A press release dated September 27, 2017, describes
the administration of the CAASPP online tests. It states,
“California testing went smoothly for 3.2 million total stu-
dents. On a single day (May 9, 2017), 500,000 students took the
online tests, the largest single day of such assessments ever”
(California Department of Education [CDE], 2017).
CAASPP’s accomplishments certainly demonstrate the fea-
sibility for technology-based delivery at scale. That said, it is
important to note that most K–12 testing around the world—
and, by examinee volume, much of K–12 assessment in the
United States—continues to be done on paper.

In addition to the innovation these programs will bring,
we should watch for the effect that technology can have on
the meaning of assessment results. In particular, we should
watch for variation in meaning over (1) mode in the transi-
tion from paper to digital delivery, (2) students with different
levels of computer familiarity, (3) demographic groups, (4)
time as technology changes, and (5) languages. Watch also
for the substantive, technical, policy and political challenges
that preserving meaning poses (e.g., when NAEP state com-
parisons are challenged because of questions about how the
change in delivery mode differentially affected performance;
Barnum, 2018). Finally, given that technology delivery is still
novel in some testing programs, watch for its implementation
to sometimes go awry (Herold, 2018a), with the resulting calls
for retrenchment an inevitable part of moving forward.

Measure New Constructs
I expect that a second characteristic of future assessments
will be the measurement of so-called new constructs. Why?
Because there is far more needed for success in education,
in the workforce, and for meaningful citizenship than we cur-
rently assess or teach. At the individual level, examples in-
clude problem-solving processes—for which technology will
facilitate measurement (Zhang & Deane, 2015)—and a host
of socioemotional competencies like “grit,” social awareness,

and self-awareness (Belfield et al., 2015). At the group level,
team functioning or collaboration is often cited as a novel
competency (Fiore et al., 2017). At the institutional level,
such contextual factors as classroom and school climate are
becoming increasingly critical to monitor and understand
(Cohen, Pickeral, & McCloskey, 2008/2009; Thapa, Cohen,
Guffey, & Higgins-D’Alessandro, 2013).

What should we watch? Watch the extent to which mea-
sures of these constructs are adopted for consequential
decision-making in education (e.g., school accountability,
postsecondary admissions). To date, very limited use has been
made of such assessments because of the perception (and re-
ality) that they are not yet ready (Duckworth & Yeager, 2015),
the greatest concern being their susceptibility to manipula-
tion. Also watch the extent of use for formative purposes, to
which they may well be more suited in selected instances.

Be Built From Richer Underlying Models of Cognition and
Learning
I believe that a third characteristic of future assessments will
be their being built from richer underlying models of cognition
and learning. These theory-based models offer more coherent
organizations of subject matter than do curriculum standards.
As a consequence, such models can be a more useful guide
for assessment design and item writing (Bennett, Deane, &
van Rijn, 2016). Of course, it’s important to substantiate, sup-
plement, and sometimes even discover these models through
data. These models may also potentially allow for more mean-
ingful measurement of change through learning progressions,
which describe frequently used paths to proficiency for partic-
ular competencies (Corcoran, Mosher, & Rogat, 2009; Daro,
Mosher, & Corcoran, 2011; Deane & Song, 2015).

What should we watch? Watch the extent to which tests
built from such models function as the models predict (van
Rijn, Graf, & Deane, 2014; Graf & van Rijn, 2016). For example,
when a test is intended to measure one or more learning
progressions, do the item difficulties align with the learning-
progression levels for which the items were written? When
a test is designed from an underlying theory, that theory’s
propositions can be evaluated each time the assessment is
given (Bejar, 1993). We should expect, for instance, to find
that the response patterns for most students line up with
the pattern that would be predicted based on that underlying
theory. Also watch the extent to which teachers find the
models helpful as an aid to organizing instruction and guiding
classroom assessment, something that learning progressions
are claimed to do (Bennett et al., 2016; Heritage, 2008).

Make Greater Use of More Complex Tasks
Fourth, I would expect tests of the future to make greater
use of more complex tasks. Why? Because the activities that
characterize proficiency in a discipline often take the form
of extended problem-solving episodes. These episodes have
been very difficult to replicate in assessment settings, largely
due to practical constraints. The disconnect between the
tasks we typically use and the ones that define a discipline is,
I think, one reason why only 58% of U.S. public school parents
say that tests do a good job measuring how well their child is
learning (Phi Delta Kappa [PDK], 2017). Our past attempts
to approximate those extended activities have taken the
form of essays, hands-on experiments and, much more rarely,
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portfolios of work (Camp, 1993; Wolf, 1993). But more
recently, extended activities in the form of technology-based
simulations and games have been used or proposed (Gee &
Shaffer, 2010; Mayrath, Clarke-Midura, Robinson, & Schraw,
2012).

What should we watch? For ideas and examples of task
types to adopt or adapt, watch educational games and sim-
ulations; watch occupational and professional assessments,
which include approximations of some of these extended ac-
tivities (Dillon & Clauser, 2009); and watch NAEP, one of the
few K–12 programs using simulation tasks, as well as other
types of performances. Examples from NAEP can be found
in its Interactive Computer Tasks administered during the
2009 science assessment and in the 2014 Technology and
Engineering Literacy assessment (IES, 2010; NAGB, n.d.b).

But we should also be cognizant of old problems of breadth
of coverage, fairness for groups and individuals, development
and scoring cost, and the examinee time required to take such
tasks (Shavelson, Baxter, & Gao, 1993; Stecher & Klein, 1997).
We can expect new (or newly applied) approaches to mitigate
some of those problems. For example, some programs com-
bine performance tasks with sections of shorter questions, an
approach employed for many years by the Advanced Place-
ment Program and by NAEP. A newer idea is to use structured
performance tasks, which break up an extended task into a
shorter series of less locally dependent ones than might be
found in a full-blown performance activity (e.g., Deane et al.,
2018). Third, we should expect more sophisticated develop-
ment tools to emerge (e.g., based on the design patterns of
Evidence Centered Design; Mislevy & Haertel, 2006), as well
as automated methods for scoring to be adopted, which in
combination should lower front- and back-end costs.

Be “Personalized”
I expect tests of the future to be in some sense “personalized.”
The reasoning here is simple. Students come to education, and
to assessment, with different levels and types of competency,
diverse backgrounds, and varied interests. Our characteriza-
tions of what students know and can do might be improved
if we could, somehow, better accommodate diversity. That
idea, broadly speaking, is behind the movement towards per-
sonalized learning so often discussed in the education press
(Burnette, 2017).

There are several dimensions along which assessment
might be personalized, all of which bear watching. One such
dimension is accessibility. Attempts to make assessments ac-
cessible go back a long way, at least to the Scholastic Aptitude
Test’s Braille and large-type editions, which first appeared in
1938 (Saretsky, 1983). Much more recently, Smarter Bal-
anced Assessment Consortium introduced a wide array of
built-in assistive technologies (Smarter Balanced Assessment
Consortium, 2017), that have significantly raised the bar with
respect to what assessment programs might be expected to
provide. Still more recently, the Graduate Record Examina-
tions (GRE) General Test deployed technologies examinees
commonly use in their everyday interactions with computers
(e.g., the most commonly used, commercially available screen
reader instead of an unfamiliar one custom-created for the
test) (Educational Testing Service [ETS], 2018).

Another way to personalize is through adaptive testing. In
their simplest form, adaptive tests match item difficulty to
estimated skill level, an idea dating to at least the Stanford-

Binet Intelligence Scales of 1916 (Becker, 2003). A version
of that notion based on item response theory (IRT) was
implemented in the College Board’s Computerized Placement
Tests in 1986 (Ward, 1988), one of the first such adaptive
measures. A more modern and challenging twist would be
to try to match not only item difficulty to student ability, but
item content to student background or interest. That type
of matching might enhance engagement and also reduce
the unfairness inherent in the person-by-task interaction
commonly observed for performance tasks (Linn & Burton,
1994; Shavelson et al., 1993). This idea, of course, brings
fairness issues of its own: What if the examinee doesn’t agree
with our view of what it is he or she should be interested in?

Yet another way to personalize is through examinee-
determined problem choice. This type of personalization is
exemplified in Section II, Part B of the Advanced Placement
U.S. History examination (College Board, 2017, p. 34), which
allows the student to choose from three essay questions dif-
fering on the time period in focus (e.g., Civil War, World War
II, Vietnam War), but measuring the same reasoning skills.
This type of personalization raises the validity concern of what
happens if examinees choose poorly? The research, which is
largely quite dated, gives mixed results (Powers & Bennett,
1999). Bridgeman, Morgan, and Wang (1997), for example,
asked students to choose in advance the essay prompt they
believed they would do better on but then had the students
respond to both prompts. Although most students chose well,
3 in 10 individuals chose an essay on which they subsequently
scored lower than on the essay they excluded.

A last way to personalize is on choice of goal or curriculum
standard. A simple example is when students are allowed to
select which subject test scores to submit for university admis-
sion. A more complex case is the Advanced Placement Studio
Art 3-D Design Portfolio, Section II: Concentration, for which
there is “no preferred (or unacceptable) style or content”
(College Board, 2014, p. 17). Submissions may include figura-
tive or nonfigurative sculpture, architectural models, metal
work, glass work, installation, performance, assemblage, and
3-D fabric/fiber arts. In the extreme, then, the assessment
is built to measure whatever specific goals the school and
student negotiate. For AP Studio Art, this negotiation takes
place within the constraints of common, high-level goals and
evaluation criteria that become particularized to the student.
The scoring challenge is approached through a detailed but
general rubric, and (one presumes) very considerable rater
training.

Attempt to Improve Learning
State accountability tests have traditionally been intended
to help improve learning indirectly by giving information
for policy action (e.g., identifying which schools need spe-
cial attention or on which content standards teachers might
benefit most from professional development). The value of
such testing, however, is being increasingly questioned to
the point that state assessments are perceived negatively by
a significant segment of the population, at best as a waste
of instructional time and at worst as harmful to students
(PDK, 2017, pp. K23–K25). Such attitudes caused President
Obama to call for capping the time devoted to federally man-
dated tests in 2015 (Associated Press [AP], 2015, para. 3).
The Smarter Balanced Assessment Consortium, the Partner-
ship for Assessment of Readiness for College and Careers
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(PARCC), and many states have since shortened their as-
sessments. In some states, students have opted out of testing
altogether (Bennett, 2016). In New York State, for exam-
ple, 19% of students in Grades 3–8 refused to take the state
assessment in 2017 (Tyrrell, 2018).

What should we watch? Watch attempts to create tests
that not only measure well, but include tasks designed to be
instructional models for teachers and guides to learning for
students (Bennett et al., 2016). Look for tests that try to cause
incidental learning for students by helping them become more
informed about an important topic (Bennett, 2010, p. 76).
Finally, watch for tests that provide qualitative feedback to
encourage student self-reflection about their problem-solving
processes (e.g., how a student composed his or her essay or
conducted a simulated science experiment).

Be Better at Accounting for Context
Seventh, I believe tests of the future will be better at account-
ing for context. Large-scale summative tests are designed
to assess “out of context,” ignoring the social, learning, and
teaching environment for an individual or group in an attempt
to produce inferences generalizable across many contexts.
How a student or group performs on such a test is a fact.
But why the student performed that way is an interpretation
requiring knowledge of context. We attempt to account for
context in only the most basic ways, however, by using de-
vices such as school, teacher, and student background data
questionnaires.

Well worth watching are electronic learning environments
that bring embedded assessment with them because embed-
ding assessment into the learning context ought to make
results more actionable since the content, knowledge rep-
resentations, and tools called for by the assessment are the
same as used in the learning environment (Bennett, 2015).
Such embedding essentially makes the context of assessment
and instruction identical.

Also worth watching are testing programs that try to be-
come more “embedded” themselves.

Why would a testing program try to become (or appear to
become) more embedded? A reason just cited is to account
better for the learning context. But a second reason a testing
program might be attracted to this idea is to prevent electronic
learning (and other technology) companies from displacing it.
Such displacement, or disruption, can occur when companies
from related industries become competitors offering simpler,
lower-cost alternatives (Christensen, 1997).

What would it mean for a testing program to become em-
bedded? One meaning is to become a mechanism for gath-
ering a casual (but extensive) sampling, distributed over
time, of whatever students are doing (or learning) in school
(or elsewhere). I say, a “sampling,” because we can never
record everything that occurs. I describe this sampling as
“casual” since it wouldn’t be designed to provide evidence of
particular competencies in a given range of proficiency to a
known standard of quality. Rather, it would be an inciden-
tal sampling. This incidental sampling would, however, be
“extensive” in that it would provide lots of data. It would be
essentially what would occur if all students used a common
electronic learning environment for educational activity, or
if data from all the environments students used could be
assembled together. In the extreme case, it would be fully
instrumented learning—all keystrokes and mouse clicks

recorded, with sensors, cameras, and microphones dis-
tributed throughout the learning space. It would be fully
instrumented learning leading to very Big Data leading to . . .
what?

That is, how might we use a casual (but extensive) Big Data
sampling of behavior? One way in which we might use such a
sampling is descriptively. That is, we could use it to exemplify
exactly what students were doing or learning. I think this
use would be relatively easy to accomplish. It would also be
extremely valuable. It would allow us, for the first time, to
describe in exquisite detail how instruction differed from one
classroom to the next, from one teacher to the next, from
school to school, district to district, and demographic group
to demographic group. It would allow us to link outcome data,
like value-added, to hypothesized causal mechanisms in ways
we now cannot.

An additional use we could propose for this incidental
sampling of behavior is inferential, that is, to draw comparable
conclusions about what students know and can do. That use,
I believe, would be very difficult to engineer meaningfully,
given the incidental nature of the data.

However, a second meaning of “embedded” might be a
recording of what occurs in response to a series of designed
events inserted into the curriculum at specified points. Imag-
ine that each such event took the form of what we will call a
“learning challenge.” That challenge could occur over one or
more classroom periods. It could involve items, games, sim-
ulations, or other performance tasks—whatever evidence-
gathering opportunities fit the intended assessment claims
and use-case best. These periodic assessments would, of
course, provide a much less extensive sampling of behavior.
They would be less attuned to the learning context because
they would be coming from outside of that context. But they
would be designed, arguably supporting stronger and more
comparable inferences about what students knew and were
able to do with respect to broad competencies of interest than
would a more casual sampling.

Watch those entities that try to collect data through both
meanings of embedded. Look, in particular, for attempts
to combine information from casual, fully embedded ap-
proaches with data from designed, contextually more distant
methods—attempts that use the results of one approach to
complement the results of the other, and that investigate
causes of disagreement, perhaps leading to improvements in
both approaches. Also watch parental, educator, and policy
maker concerns about privacy with respect to the continuous
recording of teacher and student behavior (Herold, 2018b).

Use Automated Scoring
Ninth, future assessments are likely to depend more heavily
on automated scoring. Such scoring will allow greater use of
complex tasks, increase scoring efficiency in time and cost,
and provide more detailed feedback about performance.

Warranting special attention will be black-box algorithms.
These algorithms can often predict with reasonable accuracy
how a human judge would have scored or classified some
types of response like an essay or speech sample (Bennett &
Zhang, 2016). Black-box algorithms may be fine for formative
purposes, where the consequences of wrong decisions
are relatively low and the decisions themselves are more
easily reversed. Such algorithms are more problematic
for high-stakes decisions because they use inscrutable or
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otherwise proprietary methods—hence the name, “black
box.” In other words, we may not know how they arrive
at an individual’s score. For prediction, they may be using
correlates without regard to the justification of those
correlates in terms of the target construct. As a consequence,
improving standing on the correlates will raise test score but
not necessarily imply an increase on the target competency.
Essay length is an example that appears to be used, directly
or indirectly, in most automated scoring systems. In such a
case, adding well-formed, grammatically correct, but vacuous
text, will increase one’s score but not make one’s writing
better.

With respect to black-box technology, we should watch
for legal action like the European Union’s General Data Pro-
tection Regulation (GDPR; European Commission, n.d.). That
regulation has received much attention because it has caused
many U.S. companies to revise their privacy policies, result-
ing in notifications to millions of customers. Less well known
is that as of 2018, GDPR gives individuals the right to an ex-
planation of an algorithmic decision that significantly affects
them (Meyer, 2018). One can imagine how the regulation
of algorithmic decisions might be important in the awarding
of consumer loans, for example. Regulations like GDPR are
encouraging the emergence of the field of XAI (explainable ar-
tificial intelligence; Kuang, 2017; Maglieri & Comande, 2017).

Following from the GDPR, the goal for automated scoring
ought to be to make it explainable in ways that align with
construct definition. As an example, for a test intended to
measure argumentative writing skill, the automated scoring
should focus on such essay response characteristics as
the extent to which reasons support the stated position,
the strength of evidence backing each reason, and the
quality of rebuttal of likely counter-arguments. Those who
have experience with artificial intelligence will know that
this type of analysis is very difficult for a machine to do
currently. But, as Tom Hanks said to Madonna in the film
A League of Their Own, “If it wasn’t hard, everbody’d be
doing it. It’s the hard that makes it great!” Watch for the
“great.”

Incorporate New Approaches to Modeling and Analysis
Tenth is that assessment of the future will almost certainly
need to incorporate new approaches to modeling and anal-
ysis. New types of data from online learning and online as-
sessment are emerging. A salient example is process data
(Cope & Kalantzis, 2016). With technology-based assess-
ment, we can capture the type of action an examinee takes,
when that action occurred, how long it lasted, and what pre-
ceded and followed it, all of which may hold useful infor-
mation. Traditional psychometric models were developed, of
course, for much simpler data, dichotomously or polytomously
scored item responses generated under much more restrictive
assumptions.

Worth attending to are advances coming from several fields.
These fields include educational data mining (EDM) and
learning analytics (LA), both concerned with using big data
in instructional applications and for advancing the science
of learning (Siemens & Baker, 2010). Finally, we should con-
tinue to watch statistics, from which significant segments of
modern measurement have evolved (Braun, 2017), and which
remains a primary generator of new methods taken up in the
above arenas.

Provide More Effective Reporting
Finally, I expect tomorrow’s assessments to provide more ef-
fective reporting for at least three reasons. First, reporting is
an important part of the user experience, with the desire for
a useful result often being a motivation for taking a test in the
first place. Second, reporting is a vastly underutilized mecha-
nism for positive impact. It is a potential path toward guiding
the thinking and actions of teachers, students, parents, and
policy makers, as well as a route to improving perceptions of
testing. Finally, the state of the art in reporting has progressed
so slowly relative to other aspects of testing. Consider what
we have in operational testing programs today: electronic
delivery to millions of students in CAASPP; adaptive testing
in Smarter Balanced and the GRE General Test; simulation
tasks in NAEP and in the United States Medical Licensing
Examination; and automated scoring in the GRE Analytical
Writing section, the Test of English as a Foreign Language,
and Smarter Balanced. For reporting, we have seen far less
innovation in operational programs.1

What should we watch? Look for reporting to be more tai-
lored to examinees and to the intended assessment use. As
an example, look for performance replay, which is used uni-
versally by sports coaches and athletes to analyze what an
athlete or team did and to help them identify how to improve.
Performance replay might be very useful for problem-solving
instances where the process is part of what’s judged. The
scientific practice of planning and carrying out investigations
(National Research Council [NRC], 2012) offers an exam-
ple: the end result of an experiment is made credible or,
alternatively, immediately dismissible to the degree that the
process used to obtain it was defensible. Performance replay
might also be valuable in situations where the process is not
what is being judged. In these instances, if the end product
is deficient, a look at the process might suggest means for
improvement. Writing would be an example. Watching a re-
play of how an essay was composed could make clear that the
student began entering text very soon after encountering the
prompt, with no evidence of planning; that the student did no
editing; or that he or she submitted the essay following the last
keystroke, leaving no time for rereading. Observing and re-
flecting on that behavior could be helpful to both student and
teacher. Similarly, reviewing samples of the modal behavior
of a group might assist policy makers and the public in under-
standing more concretely what aggregated test results mean.

In addition to performance replay, we should look for re-
ports that try to educate users in simple, intuitive, and engag-
ing ways (e.g., by using game elements for students). PISA
goes in a very good direction in terms of simplicity and ease
of use. Figure 1 gives a screen showing results from the 2015
Science assessment. Countries are color-coded in nine cat-
egories according to performance level, allowing the viewer
to quickly see which countries participated and where they
fell in the achievement distribution. Clicking on any partic-
ipating country leads to a detailed report on that and other
assessments administered in the cycle.

What Is Unlikely to Change
Those are my thoughts about how assessments of the future
are likely to be different. But what is unlikely to change?
Unlikely to change are the fundamental characteristics that
define assessment. At a high level, assessment is about only
four things. First, it is about engineering opportunities to
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FIGURE 1. Interactive PISA reporting screen showing results from the 2015 Science assessment. C©OECD 2017. Used by permission. [Color
figure can be viewed at wileyonlinelibrary.com]

observe evidence of the competencies we wish to make claims
about and then making those observations. Narrowly con-
strued, these activities are test design, item creation, and
test administration. A second fundamental characteristic is
connecting the evidence we observe to meaningful charac-
terizations of individuals, groups, or institutions (along with
estimates of the uncertainty associated with those charac-
terizations). This activity is measurement modeling. Third
is communicating results for use in decision making, or re-
porting. The last characteristic is evaluating the quality and
impact of the evidence-gathering opportunities, characteri-
zations, and decisions—or validation. At this level of descrip-
tion, assessment is likely to remain much the same.

What is also unlikely to change are the big social problems
toward which assessment is directed. These problems include
documenting effectiveness of education systems, monitoring
achievement gaps among important social groups, providing
information for resource allocation to individuals (e.g., admis-
sions to top-tier universities), and helping improve learning
and teaching. These social problems have been with us for
decades. There can be little doubt that they will persist.

Unlikely to change also are the social values that under-
lie assessment (Messick, 1994). Those social values include
validity, fairness, comparability, and reproducibility, a more
generally accessible term than “reliability” for “show me

again.” If we can’t generate a similar result by using another
sample of behavior, a different rater, or another temporally
close occasion, the results won’t be credible.

Finally, what is unlikely to change is the need for distinct
summative and formative approaches to assessment. Of
course, summative assessments may be able to (secondarily)
provide some formative information (e.g., performance
replay when items are disclosed; Bennett, 2011). Similarly,
formative assessments may be able, in some instances, to
(secondarily) contribute to judgments of what students know
and can do by providing qualitative evidence of learning
in a specific context. A periodically proposed idea is to
replace high-stakes summative assessment entirely with
quantitative data collected from assessment embedded in
classroom learning activity (e.g., Bennett, 1998, pp. 11–14;
Gee & Shaffer, 2010; Pellegrino, Chudowsky, & Glaser, 2001,
pp. 283–287; Tucker, 2012). I believe that this use is unlikely
to happen for several reasons.

One reason is the dramatic variation in the type and quality
of data that exists across districts, schools within districts, and
even classes within schools. This variation occurs because of
local differences in learning goals, in the curricula employed
to achieve those goals, in the e-learning resources used with
those curricula, and in the quality and types of evidence the
different resources collect. That dramatic variation reduces
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the possibilities for making inferences about student profi-
ciency that are comparable across students, classes, schools,
and districts.

A second reason is that it is intuitively appealing to policy
makers and the public for measures of school quality to be at
least somewhat independent of the school being measured.
This appeal is motivated by the belief that the more the mea-
sure is part of the fabric of everyday learning at a given school,
the less valuable that measure would be as an indicator of
how well a student would be able to apply what was learned if
moved to another school, or to other contexts more generally.
The more local the measure, the more local the interpretation
may need to be.

Third are the privacy and political concerns that attend to
the continuous monitoring of student and teacher behavior.
A long series of breaches of personal information held by pri-
vate companies and governments (Fung, 2018; Larson, 2017;
McCoy, 2017), coupled with high-profile instances of inappro-
priate data use (e.g., Granville, 2018), have contributed to
a climate of institutional distrust extending to schools, state
and federal education agencies, and education companies
(Herold, 2014).

Last are potential negative effects on teaching and learn-
ing. Learning often involves experimentation and that exper-
imentation inevitably leads to failure, some of which may be
productive (Kapur, 2010). A negative side effect of using the
continuous collection of student and teacher performance
data for consequential decision making could well be to dis-
courage attitudes and habits of mind, like risk taking, that
facilitate learning. A somewhat similar concern is that the
absence of a culminating test will have the unintended side
effect of removing an opportunity for practice and for the con-
solidation of learning. To the extent the test is a good repre-
sentation of content standards and teachers prepare students
for it by broadly instructing to those standards, preparing for
that culminating assessment should be a desirable activity.
That ideal, unfortunately, was compromised considerably by
associating with test performance such rewards and pun-
ishments for educators as promotion, tenure, bonuses, and
dismissal. That association narrowed the focus of instruc-
tion, raised anxiety for students and parents, and resulted in
a public backlash against testing (Bennett, 2016). As state
requirements for basing teacher evaluation on student test
scores are scaled back (Loewus, 2017), and if state assess-
ments can become more effective in their representation of
standards, perhaps a more balanced approach to teaching can
emerge in which the summative assessment helps encourage
good instructional and learning practices.

Summary
To reiterate the main points of this article, we should expect
change along a number of dimensions:

� the competencies we consider important to measure
(e.g., the addition of socioemotional learning);

� the nature of the opportunities we engineer to observe
evidence of those competencies (e.g., using more com-
plex tasks built from richer learning models; employing
more in-context observations);

� how we connect evidence to characterizations (e.g.,
through new quantitative models);

� how we communicate results for use in decision making
via better, more interactive reporting; and

� how we evaluate quality and impact by, for example,
giving greater attention to the extent to which tests
have positive effects on teaching and learning, and on
public perceptions of testing.

At the same time, we should expect assessment funda-
mentals, the big social problems toward which assessment
is directed, the social values underlying assessment, and the
distinctions between major assessment types to endure.

Looking forward to education itself 10 years from now, we
should also anticipate considerable change. That change is
bound to affect the purposes for which education is conducted
(e.g., to prepare students better for citizenship), the goals as-
sociated with existing purposes as the nature of work evolves
in our society, and the methods of teaching and learning
due to the increasing use of technology. Obviously, assess-
ment must follow suit because, if it does not, it will become
an anachronism. To remain relevant, assessment community
members will need to think out-of-the-box, experiment, adopt
what works, and always remain focused on core values and
fundamental principles. Without that focus on core values
and fundamental principles, we risk chasing fads that, while
perhaps profitable and exciting in the short-term, end up
compromising teaching and learning in the long run.
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